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Subject

Evaluation in Machine Translation MT evaluation is a crucial component of model
development and remains a challenging subject (Kocmi et al., 2021 ; Freitag et
al., 2022). Human evaluation remains the best judge of quality and research in
manual evaluation has evolved over time, particularly with the progress made in
MT and the availability of crowdworking platforms (Graham et al., 2013 ; Freitag
et al., 2021). The development of automatic metrics, which seek to replicate
human judgments of translation quality, is a major area of study. Many metrics
exist, from simple ones that rely on lexical overlap such as BLEU (Papineni et al.,
2002), METEOR (Banerjee and Lavie, 2005) and ChrF (Popović, 2015) to those
relying on more modern techniques (e.g. pre-trained neural language models)
such as BERTscore (Zhang et al., 2020), BARTScore (Yuan et al., 2021),
BLEURT (Sellam et al., 2020) and COMET (Rei et al., 2020). As the quality of
MT systems improves, it is becoming increasingly important to have accurate
metrics. In response to the controversial debate concerning MT reaching human
parity (Wu et al., 2016 ; Hassan et al., 2018), analysis has shown that there is
still significant margin for improvement in MT if the human evaluation setup is
improved (Toral et al., 2018 ; Laübli et al., 2018), for example by using expert
annotators and taking into account document context, and therefore automatic
metrics must succeed in distinguishing between high quality systems. Recent
developments in automatic evaluation have shown that, like in human evaluation
(Freitag et al., 2021), fine-grained error analysis can also be helpful (Lu et al.,
2022, 2023). Recent progress in large generative language models (e.g. GPT
(Brown et al., 2020) and PaLM (Chowdhery et al., 2022) can also provide new
possibilities, for example in the automatic generation of metric training data
(Mohtashami et al., 2023) and as evaluation metrics themselves (Kocmi and
Federmann, 2023 ; Lu et al., 2023).
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Evaluation of Scientific Documents

The evaluation of the MT of scientific documents poses specific challenges
beyond the general problems faced, one of them being the heavy use of domain-
specific terms, which, if translated incorrectly, severely impact the quality of the
translation. Evaluation metrics should therefore also be sensitive to specific
challenges faced by the evaluation of scientific documents : (i) the correct
translation of terms, (ii) the coherent translation of terms within a document
(with respect to term variants, use of acronyms, etc.) and (iii) the capacity to
maintain a logical argument between sentences and sections. Previous work
has suggested providing complementary measures to evaluate these specific
aspects, for example correct term translation (Alam et al., 2021) and lexical
cohesion (Wong and Kit, 2012 ; Gong et al., 2015). These notably require
developing evaluation metrics that take into account document-level context,
rather than evaluating sentences in isolation (Jiang et al., 2022 ; Vernikos et al.,
2022).

Directions to be Explored

This PhD will explore the question of evaluation of machine translation for
scientific documents, both in terms of manual and automatic methods. This will
require :

— gaining a solid grasp of the current methods available, and how well they
perform on state-of-the-art machine translation systems, including on
large language models such as GPT (Brown et al., 2020).

— identifying and quantifying the difficulties faced by evaluation metrics,
particularly for scientific documents (e.g. terminological issues, abbrevia-
tions, references, etc.)

— developing new methods of automatic evaluation to handle the particulari-
ties of these kinds of text, integrating document context and other aspects
that are important for academic texts (coherence and readability).

— evaluating the methods developed against human judgments of MTquality,
being sure that the methods of human judgment collection are appropriate
and of the highest possible standard.

There are several possible directions for new methods of automatic evaluation,
although those explored in practice will of course follow developments in the
field :

— Question-based metrics : Inspired by the use of question-based metrics to
evaluate text generation tasks (Scialom et al., 2021) 1 this direction looks
at how terminologies, relation extraction and information extraction can
be used as a means of evaluation of translation quality. For example, (i)
can the same relations be found between a reference (human-produced)

1. Question-based metrics involve using automatically generated questions and evaluating an
output on the ability to answer the question given the output.
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translation and an automatically produced one ? (ii) can terms be matched
in similar parts of the document? (iii) how coherent is the use of terms
within a document ? and (iv) can the same information be extracted from
an MT output and the source or reference text?

— Generation of synthetic data : In line with recent work on the use of large
language models to generate additional training data (Mohtashami et al.,
2023), this direction will look at how to exploit existing NLP models to
benefit evaluation metrics, particularly when it comes to error analysis.
The challenges faced will be covering all ranges of phenomena and not
just the most frequent, handling the confidence or uncertainty of the
model in its predictions and being able to maintain a good performance
in non-English languages.

— Generation of error analyses and explanations of problems/errors : Along
the lines of work in both human evaluation (Freitag et al., 2021) and
automatic metrics (Lu et al., 2023), it will be important to envisage new
paradigms of evaluation, involving both finer grained categories of errors
and potentially also the generation of explanations that can provide
users with information about where errors may lie, for example to aid
post-edition of of machine translated outputs.

Context

This PhD will be financed by the ANR project MaTOS Machine Translation for
Open Science which aims to develop new methods of automatically translating
and evaluating scientific documents. The project focuses on translation between
English and French, for which resources are readily available and translations
are of a reasonable quality and coherence. The PhD will be co-supervised by
Rachel Bawden (Inria, ALMAnaCH project-team) and François Yvon (CNRS).

Main activities

The main activities of the PhD will include :

— keeping up-to-date with related work on the topic, and producing a report
on the state of research in the field in the context of the ANR project

— carrying out research on the topic outlined above, both in the development
of new ideas, positioning with respect to related work and validation of
the methodology via experiments and analysis

— the presentation of work both internally to colleagues and externally in
the form of conference/journal/workshop papers and in the final PhD
thesis

— interacting and exchanging with colleagues on NLP topics
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Expertise required and qualities sought

The position is a 3-year funded PhD position of starting on the 1st September
2023 at the earliest. Candidates should have a Master 2 or equivalent (e.g. en-
gineering school) in computer science (speciality artificial intelligence, machine
learning or natural language processing). They should have a good level in pro-
gramming (python), experience with neural networks and an interest in natural
language processing. A good written and spoken level of English is required,
and knowledge of French is preferred.

We are looking for highly motivated candidates with a strong background in NLP,
machine learning and an interest in linguistics and language. Ideally, candidates
should be able to show initiative, creativity and have a good eye for analysis
of data and results. In your application (which can be in English or in French),
please include :

— CV
— Letter of motivation
— Letters of recommendation
— Optionally an example of your previous written work (if possible related

to NLP), for example a master’s thesis, research paper, etc.

General information and how to apply

Theme/Domaine : Langue, parole et audio Town/city : Paris Inria centre : Centre
Inria de Paris Estimated starting date : 2023-09-01 Duration of contract : 3 years
Deadline to apply : 2023-05-22

Please apply via the Inria recrutement website : https://recrutement.inria.fr/publi
c/classic/en/offres/2023-06180

Benefits package

— Subsidised meals
— Partial reimbursement of public transport costs
— Leave : 7 weeks of annual leave + 10 extra days off due to RTT (statutory

reduction in working hours) + possibility of exceptional leave (sick children,
moving home, etc.)

— Possibility of teleworking
— Flexible organization of working hours (after 12 months of employment)
— Professional equipment available (videoconferencing, loan of computer

equipment, etc.)
— Social, cultural and sports events and activities
— Access to vocational training
— Social security coverage
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